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I. Introduction
Understanding the process of boundary-layer transition at flight-relevant enthalpy is important in hypersonic vehicle

design. Following the onset of boundary-layer transition, there is a drastic increase in aeroheating and viscous shear
stress experienced by the vehicle. During tests of ballistic reentry vehicles, the surface heating rate was found to have
increased by a factor of 5 downstream of the transition location [1]. For slender bodies, the heating rate increased by a
factor of 3 following transition of the laminar boundary layer [2]. Additionally, there remains considerable uncertainty in
predicting the location of boundary-layer transition. Reviewers noted a 60% error in estimating the location of transition
along the body of the National Aerospace Plane [3] and Schneider’s review of hypersonic flight data [1] found a 300%
uncertainty in transition location prediction. The substantial increase in aeroheating and the large degree of uncertainty
associated in predicting the transition location suggests the process of hypersonic boundary-layer transition is relevant
but not well understood.

At the high enthalpies experienced during hypersonic flight, the temperature at the boundary-layer edge (𝑇𝐸) is
greater than the temperature of the vehicle’s wall (𝑇𝑊 ). In his analysis of Sherman and Nakamura’s [4] re-entry flight data
for a 22° half-angle blunt cone at Mach 6, Malik [5] computed a post-shock temperature of 3300 K, giving a wall-to-edge
temperature ratio (𝑇𝑊/𝑇𝐸) of 0.22. Studies have shown the lower wall-to-edge temperature ratio destabilizes Mack’s
second-mode instability [6–8]. Through a chemical equilibrium, thermal nonequilibrium LST analysis, Bitter and
Shepherd [9] found that decreasing the wall-to-edge temperature ratio to values more representative of conditions in
high-enthalpy facilities doubled the maximum second-mode N factor. The high level of wall-cooling was also found to
produce unique boundary-layer features. In addition to the near-wall sonic line, which acts as a wave guide and traps the
acoustic disturbance waves, when the disturbance phase speed is slow enough, a second supersonic region emerges above
the critical layer, with its own relative sonic line [10]. In this region, the disturbance phase speed travels supersonically
upstream with respect to the freestream. The solution to the boundary layer stability equations is wave-like in this
region, and the decaying acoustic waves emanating out of the boundary layer are slanted at approximately the Mach
wave angle. Bitter and Shepherd’s analysis at cooled-wall conditions suggested these supersonic unstable modes caused
the second-mode instability to remain unstable over a broader range of frequencies [9]. Knisely and Zhong further
investigated the supersonic mode over a highly-cooled (case 1: 𝑇𝑊/𝑇𝐸 = 0.2, case 2: 𝑇𝑊/𝑇𝐸 = 0.667), 5° blunt cone
using linear stability theory (LST) [10] and direct numerical simulation (DNS) [11]. Their work confirmed the existence
of the supersonic mode using both DNS and LST for case 1, but they were able to resolve the weak supersonic mode at
the higher temperature ratio only using DNS. They also confirmed the destabilizing effects of the cooled wall on the
supersonic mode [9, 12]. Chuvakhov and Fedorov [12] suggested that the supersonic mode may have stabilizing effects
on the second-mode instability by radiating energy away from the boundary layer. Unnikrishnan and Gaitonde [13]
investigated the effect of a cooled wall on a Mach 6 boundary layer using a sequence of LST, nonlinear two-dimensional
and three-dimensional DNS. While the cooled wall increased the spontaneous radiation of the acoustic waves out of the
boundary layer, they found the destabilizing effect of the lower wall-to-edge temperature ratio was much stronger and
did not observe an attenuation of the second-mode instability.

Additional studies performed at high levels of wall-cooling have focused on the effects of chemical reactions. Using
parabolized stability equations (PSE) to analyze Mach 20 flow over a sharp, 6° wedge, Chang et al. [14] estimated the
transition onset to be at 14 ft for an equilibrium gas model and 39 ft for a perfect gas model, highlighting the importance
of accounting for flow chemistry at high enthalpy. Using computational fluid dynamics and linear stability theory,
Johnson et al. [15] reproduced the conditions of shock tunnel experiments performed by Adam and Hornung [16] and
Germain and Hornung [17] at California Institute of Technology’s free piston shock tunnel, T5. The computational
trends agreed with the experimental observations; the transition Reynolds number increased with increasing free-stream
total enthalpy, with the rate of increase being greater for gases with lower dissociation energies. Generally, chemical
reactions were found to produce a more unstable boundary layer. However, the introduction of chemistry was found to
stabilize or destabilize the boundary layer depending on the endothermic or exothermic nature of the reaction, with
exothermic reactions having higher disturbance amplification rates. Malik [5] confirmed the destabilizing nature of
chemistry in his analysis of high-Mach-number transition data using a reacting flow parabolized stability equations code.
Despite the large discrepancy in edge conditions and transition Reynolds numbers between the two cases analyzed, the
N factors at the experimentally observed transition onset locations were remarkably similar and compared well with
results from hypersonic flight experiments and quiet tunnels.

Due to the practical and physics-related challenges inherent to high-enthalpy ground-test facilities, namely, high
cost of construction and operation, short test duration, flow quality, and particulate contamination, few experimental
investigations have been performed at flight-relevant enthalpies. Vidal and Golian [18] investigated the heat transferred
to catalytic and non-catalytic surfaces on a sharp flat plate in a shock tube at 𝑇𝑊/𝑇𝐸 = 0.09. East et al. [19] measured
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heat-transfer rates over a flat plate in the T3 free piston reflected shock tunnel at stagnation enthalpies from 2 MJ/kg to
51 MJ/kg. Germain [20] performed an exploratory study at T5 using a 5° half-angle cone and found real-gas effects
stabilized the boundary layer. Adam’s [21] studies at T5 reinforced Germain’s [20] earlier results, noting that the
transition Reynolds number increased with increasing reservoir enthalpy. Additional boundary-layer transition and
stability research in T5 was performed to dampen the acoustic instability [22, 23], quantify the role of energy exchange
between the boundary-layer instability and the fluid [24], and increase the transition Reynolds number of a test gas by
seeding its boundary layer with a gas to dampen the acoustic instability [25–29]. Parziale et al. [30, 31, 32] and Parziale
[33] used a novel, non-intrusive, optical flow-diagnostic technique called focused laser differential interferometry (FLDI)
at T5 to track the evolution of the second-mode instability along the model. Knowing the spacing between the FLDI
detectors and the time at which the signal was registered by each probe, Parziale et al. were able to determine the
group velocity of the narrowband second-mode disturbance to be nearly equal to the edge velocity of the boundary
layer. Additional high-enthalpy experimental campaigns have been performed in shock tunnels around the world. In
JAXA’s HIEST facility, Tanno et al. [34, 35] performed experiments at stagnation enthalpies up to 18 MJ/kg. They used
surface-mounted thermocouples to determine the transition Reynolds number over a 7° half-angle cone and were able to
measure the second-mode instability using pressure transducers up to ℎ0 = 12 MJ/kg. Laurence et al. [36] performed
low-enthalpy experiments (ℎ0 = 3.1-3.3 MJ/kg) and a single high-enthalpy experiment (ℎ0 = 11.9 MJ/kg) at DLR’s
HEG facility. They observed the nature of the wavepacket differed depending on the enthalpy, with the disturbance
energy more closely concentrated near the wall for the high-enthalpy condition.

In this work, results from experiments performed by Hameed et al. [37, 38] and Paquin et al. [39] at the T5 free
piston reflected shock tunnel are compared to numerical stability computations conducted using STABL of VirtusAero,
MAMOUT of ONERA, JoKHeR of the University of Delaware, and CHAMPS of the University of Maryland to analyze
the physics of the second-mode instability at high-enthalpy and the role of real-gas effects. The selected experiments
featured varying conditions, highly cooled boundary layers with active wall-cooling in some cases, and a blunt cone
nose tip.

II. Facility and Experimental Setup

A. T5 Reflected Shock Tunnel
The experiments in this campaign were performed at California Institute of Technology’s T5 free piston reflected

shock tunnel. T5 is capable of producing flows up to specific reservoir enthalpy of 25 MJ/kg, reservoir pressure of 100
MPa, and reservoir temperature of 10,000 K. By generating high enthalpy flows at high density, this facility simulates
the chemical nonequilibrium effects of vehicles flying at hypervelocity speeds through the atmosphere. Additional
information regarding the capabilities of T5 can be found in Hornung [40].

T5 is separated into four sections: secondary reservoir, compression tube, shock tube, and test section. In preparation
for an experiment, a thick steel primary diaphragm is installed at the shock tube/compression tube junction, a thin mylar
secondary diaphragm is placed between the test section and the shock tube, and a 120 kg piston is loaded in the launch
manifold between the secondary reservoir and the compression tube. Next, each section of the facility is independently
evacuated to an acceptable level of vacuum. The shock tube is then filled with the test gas (ALPHAGAZ™ air for these
experiments), the compression tube is filled with a Helium/Argon mixture, and the secondary reservoir is pressurized
with air. The piston is launched down the compression tube when the pressurized air in the secondary reservoir is
allowed to push against the back of the piston. The accelerating piston adiabatically compresses the driver gas in the
compression tube until the primary diaphragm is ruptured. The rupture of the primary diaphragm causes a shock wave
to propagate into the shock tube, which reflects off the end wall, bursts the secondary diaphragm, and re-processes the
test gas to the nozzle reservoir conditions. The test gas is then expanded through the converging-diverging contoured
nozzle to a hypersonic Mach number (typically 𝑀 ≈ 5.2) in the test section.

B. Test Model
A 5° half-angle cone with a slightly-blunted interchangeable nose tip (𝑅𝑁 = 2) was used as the model in this

experimental campaign. The cone was placed at approximately 0° angle of attack in the spanwise center of the test
section. Shot 2990 used a cone with no interior cooling capabilities. For shots 3019, 3022, and 3026, an actively-cooled
cone was manufactured to the same exterior dimensions as the original model. The actively-cooled cone was machined
in two halves and featured an internal cavity to house a cooling coil. The cooling coil extended approximately halfway
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into the cone and liquid nitrogen (LN2) entered and exited the coil from the rear of the cone in a single-pass configuration.
A solid copper heat exchanger was used to conduct the cooling from the cooling coil to the cone’s nose tip. De-icer
was applied to the cone’s surface to reduce the risk of frost developing during the cooling process. To measure the
cone’s surface temperature distribution prior to the experiment, the cone was instrumented with type K thermocouples
internally routed toward the cone’s surface and located at various circumferential positions throughout the length of the
cone. A model of the actively-cooled cone is presented in Fig. 1.

Fig. 1 Model of the actively-cooled cone used for shots 3019, 3022, 3026 showing the cooling coil, copper heat
exchanger, and thermocouple ports.

C. Calculation of Run Conditions
The nozzle reservoir conditions are used to estimate the freestream run conditions. The thermodynamic state of

the test gas in the nozzle reservoir is determined using the shock tube pressure, 𝑃1, and the measured incident shock
speed, 𝑈𝑠. Using Cantera[41] with the Shock and Detonation Toolbox[42], we assume isentropic expansion of this
state to the reservoir pressure, 𝑃𝑅, accounting for weak expansion or compression waves that are reflected between the
contact surface and the shock tube end wall. The calculated nozzle reservoir conditions are inputted into the University
of Minnesota Nozzle Code to determine the freestream conditions at the exit of the contoured nozzle [43–46]. The
reservoir and freestream conditions for the shots discussed in this paper are presented in Table 1 and Table 2. The
freestream conditions are chosen to be an areal average of the DPLR output at approximately 580±10 mm, the distance
from the nozzle’s throat to the location of the model’s nose tip. The temperature profile along the cone is shown in
Table 3. Shot 2990 featured an isothermal wall. The wall temperature profile varied for shots 3019, 3022, and 3026, and
was specified based on thermocouple measurements taken prior to the run.

Table 1 Reservoir Conditions

Shot Gas 𝑃𝑅 ℎ𝑅 𝑇𝑅 𝜌𝑅 𝑦N2 𝑦O2 𝑦N𝑂 𝑦N 𝑦O 𝑅𝑁 Diag
(MPa) (MJ/kg) (K) (kg/m3) (-) (-) (-) (-) (-) (mm) (-)

2990 Air 59.6 8.86 5727 33.3 0.699 0.068 0.141 0.003 0.090 2 FLDI
3019 Air 61.6 9.67 6076 31.9 0.698 0.052 0.137 0.005 0.108 2 Schlieren
3022 Air 62.0 9.43 5976 32.8 0.698 0.057 0.139 0.004 0.102 2 FLDI
3026 Air 62.2 9.19 5875 33.7 0.698 0.061 0.140 0.003 0.097 2 FLDI

D. FLDI Setup
The components used to generate the FLDI diagnostic employed in the experimental campaign are shown in Fig. 2.

The 532 nm linearly-polarized beam output of a Cobolt 05-01 laser was first expanded using a diverging lens. The
diverging beam was then passed through two diffractive optics (Holo/Or MS-474-Q-Y-A and DS-192-Q-Y-A) to generate
a grid, which was circularly polarized using a quarter-wave plate. Each beam in the grid was split once more into
orthogonally polarized beam pairs using a 2 arcminute Wollaston prism. Next, the beams passed through a converging
lens and then entered the test section. The position of the diverging lens was adjusted relative to the upbeam converging
lens (left C2 in Fig. 2) to locate the focus of the beams at the top-center of the cone. The lowest row of beams was
positioned at a height equal to approximately half of the boundary-layer thickness above the cone. Downbeam of the test
section, the diverging FLDI beam pairs were focused using a converging lens and then recombined using a Wollaston
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Table 2 Freestream Conditions

Shot 𝑈𝑋 𝜌𝑋 𝑃𝑋 𝑇𝑋 𝑇𝑣𝑋 𝑀𝑋 𝑅𝑒𝑈
𝑋

𝑦N2 𝑦O2 𝑦N𝑂 𝑦N yO
(m/s) (kg/m3) (kPa) (K) (K) (-) (1/m) (-) (-) (-) (-) (-)

2990 3809 0.087 34.2 1355 1363 5.13 6.35e+06 0.733 0.187 0.073 0.000 0.007
3019 3953 0.085 37.3 1511 1518 5.03 5.99e+06 0.733 0.184 0.073 0.000 0.010
3022 3912 0.087 37.0 1466 1473 5.06 6.18e+06 0.733 0.185 0.073 0.000 0.009
3026 3870 0.089 36.5 1419 1427 5.09 6.38e+06 0.733 0.186 0.073 0.000 0.008

Table 3 Temperature Distribution on Cone Surface

Distance Along Cone (m)
0.000 0.073 0.118 0.218 0.268 0.318 0.368 0.418 0.468 0.518 0.568 0.618 0.668 0.718 0.818

Shot Temperature (K)
2990 293.2 293.2 293.2 293.2 293.2 293.2 293.2 293.2 293.2 293.2 293.2 293.2 293.2 293.2 293.2
3019 249.1 242.1 239.5 238.7 236.4 233.9 241.6 248.2 252.9 256.2 259.8 262.3 264.2 266.3 270.2
3022 257.6 255.8 255.8 256.2 256.6 257.6 258.6 262.1 264.4 266.6 269.0 271.4 273.2 274.8 278.3
3026 258.2 253.0 250.1 249.8 245.9 241.7 244.9 250.8 253.1 259.4 263.8 267.2 269.5 272.1 275.2

prism of an equivalent separation angle. Finally, the grid of beams was passed through a linear polarizer and each beam
was directed onto an individual photodetector using an array of lenses.

Fig. 2 Optical components used to generate the FLDI diagnostic in this experimental campaign. The diffractive
optics generated a grid of beams interspaced in the streamwise and wall-normal direction. The Wollaston prism
generated beam pairs intraspaced in the streamwise direction.

The FLDI beam pairs used to probe the flow in shot 2990 are shown in Fig. 3. In this experiment, the flow was
interrogated using the lowest row and upstream column of beam pairs. This selection positioned two beam pairs within
the boundary layer (FLDI probes C and D) and two beam pairs at various heights above the boundary layer (FLDI
probes A and B). The boundary layer, shown as the dashed line in Fig. 3, was determined to be approximately 1 mm
thick at the measurement location of 680 mm along the cone. The velocity profile at this position is represented as a
solid white line. Both the boundary-layer thickness and the velocity profile were determined using DPLR. A similar
configuration of the FLDI beams was used for shots 3022 and 3026. However, in these experiments, the lowest row and
the downstream column of beam pairs was used to examine the flow. Additionally, there were minor differences in the
beam inter and intraspacing.
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0 500 1000 1500 2000 2500 3000 3500

Fig. 3 Relative wall-normal and streamwise position and spacing of FLDI beam pairs for shot 2990. The major
tick marks are spaced 1 mm apart and the minor tick marks are spaced 0.1 mm apart. The lowest row of beams
are located approximately 0.635 mm above the cone surface. The velocity profile is given by the solid white line
and the estimated boundary-layer thickness is depicted by the dotted line. The flow is from left to right.

E. Schlieren Setup
The schlieren setup explained by Paquin et al. [47] was used in shot 3019. A Cavilux HF laser was used as the light

source, with an adjustable iris diaphragm to limit the amount of light to avoid image saturation. The beam was expanded
using a plano-convex lens, collimated by a parabolic mirror, and directed through the test section using multiple planar
mirrors. Downbeam of the test section, another parabolic mirror focused the beam to a point, where the knife edge was
inserted. The beam was next passed through a bandpass filter to minimize test-gas luminosity from obscuring the image
and a series of plano-convex lenses were used to increase the magnification of the image. The images were collected
by a high-speed camera at a frame rate of 666 kHz with a resolution of 1280 x 64 pixels, providing a spatial scale of
0.13 mm/pixel. The field of view was approximately 17 cm in the streamwise direction and 7 cm in the wall-normal
direction, located approximately 59 cm from the nosetip.

III. Numerical Methods

A. Basic State Solver
Steady basic states flow solutions were calculated using US3D. Our hypersonic CFD process consists of: creating

the geometry in Solidworks, meshing in Pointwise, running US3D to produce the steady state solutions (basic states),
and visualizing the flow field in Tecplot. The wall normal data of the basic state was extracted using a combination
of Tecplot and in-house developed scripts. The mesh dimensions are as follows, 1600 streamwise points, one degree
rotation in the azimuthal direction (corresponds to one cell width), and test-driven convergence to determined the
number of wall normal points. The flow conditions are representative of the California Institute of Technology’s T5
free-piston-driven reflected-shock tunnel conditions given above.

In US3D, the inputs and boundary conditions for the freestream and the isothermal wall were calculated by using the
isentropic flow relations and unit Reynolds number. The inflow conditions and wall temperature are listed in table the
above tables. The other boundary conditions were defined as an outflow at the downstream end of the domain, and
symmetry conditions on both azimuthal sides. Additional settings included non-reacting, laminar, viscous flow. Using
CFL ramping, the calculation was run until converged, and a steady state solution was reached (Reed et al. 2014).
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B. Stability tools

1. ONERA
ONERA’s local linear stability code MAMOUT is designed to compute the eigenmodes of boundary-layer profiles,

assuming a slow variation of the base flow in both streamwise and crosswise directions and a fast variation along the
wall normal coordinate. The Navier-Stokes equations are linearized around a given laminar base flow. The generalized
eigenvalue problem is then discretized using high-order quasi-spectral compact finite-difference scheme. Incompressible
fluids or perfect gas flows can be addressed, as well as a reacting mixture in chemical equilibrium, described by a
Mollier chart. For a prescribed frequency, the program provides the local wave number and growth rate of the unstable
wave and the associated eigenfunctions. A given mode can be tracked automatically on a prescribed frequency range for
a series of boundary-layer profiles and the amplification coefficient (N factor) is then integrated.

2. JoKHeR
The JoHKeR Parabolized Stability Equations (PSE) package [48–50] was developed in collaboration with Dr. Helen

Reed at Texas A&M as part of the efforts of the National Center for Hypersonic Laminar-Turbulent Transition Research.
The code employs a Quasi-3D, compressible, ideal gas, primitive variable formulation; that is, it marches disturbances
along a predefined path with the assumption of uniformity in the perpendicular direction. The package consists of
Linear Stability Theory (LST), Linear Parabolized Stability Equations (LPSE) and Nonlinear Parabolized Stability
Equations (NPSE) codes. These codes has been extensively validated against experimental [51–53] and numerical
[54–56] datasets. A unique feature of JoHKeR is that it employs a nonlinear wave packet formulation for NPSE
implementation which allows for the modeling of finite bandwidth disturbances [49, 57] and thus accounts for spectral
broadening and low-frequency content generation [58] which is important for accurate prediction of nonlinear energy
exchange [59].

3. STABL
Stability calculations for these experiments were performed using the STABL software package [15, 45]. STABL

uses a two-dimensional/axisymmetric mean flow solver based on NASA’s implicit data-parallel lower-upper relaxation
(DPLR) method [60]. The STABL DPLR solver uses an extended set of the Navier-Stokes equations with a two-
temperature model to characterize the translational, rotational, and vibrational modes. Additional details, including the
governing equations used by the mean flow solver, can be found in Johnson [45] and Johnson and Candler [61]. The
stability analysis of the flow was performed using PSE-Chem, the parabolized stability equation (PSE) solver within
STABL. PSE-Chem was also used to solve the linear stability theory (LST) equations, which it does by making the
“locally-parallel” assumption that the mean flow only varies in the body-normal direction. PSE-Chem solves the linear
parabolized stability equations derived from the axisymmetric Navier-Stokes equations [61].

Linear Stability Theory: LST considers a steady basic flow state, determined from separate CFD simulations,
and solves the disturbance equation (which follows from substitution of equation 1 into the Navier-Stokes equations)
assuming linear, parallel flow. The disturbance is assumed to be of the form indicated by equation 2, substitution of
which into the disturbance equations leads to the generalized eigenvalue problem with 𝛼 and 𝜔 being the streamwise
wave number and the frequency respectively. The resulting eigenvalues are used to determine instability and the
corresponding eigenvector represent the shape of the disturbance in the wall normal direction.

𝜙(𝑥, 𝑦, 𝑧, 𝑡) = 𝜙(𝑦)︸︷︷︸
𝑏𝑎𝑠𝑖𝑐 𝑠𝑡𝑎𝑡𝑒

+ 𝜙′ (𝑥, 𝑦, 𝑧, 𝑡)︸        ︷︷        ︸
𝑑𝑖𝑠𝑡𝑢𝑟𝑏𝑎𝑛𝑐𝑒

(1)

𝜙′ = 𝜙(𝑦)𝑒𝑖 (𝛼𝑥+𝛽𝑧−𝜔𝑡 ) (2)

Parabolized Stability Equations: Originally identified by Herbert and Bertolotti [62], during a critical review of
Gaster’s [63] early nonparallel work, the parabolized stability equations have been developed as an efficient and powerful
tool for studying the stability of advection-dominated laminar flows. Excellent introductions to the PSE method and
summary of its early development were provided by Herbert [64]. During the early stages of both linear and nonlinear
development of this technique, much was established related to basic marching procedures, curvature, normalization
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conditions, and numerical stability of the method itself [65, 66]. In a relatively short time, the field rapidly expanded to
include complex geometries, compressible flow, and finite-rate thermodynamics.

PSE is similar to the Fourier/Laplace transform in that it considers an initial-value problem. However, the slowly
varying basic state assumption is made in the streamwise direction and a slow variable 𝑥 = 𝑥

𝑅𝑒
is introduced. Ultimately,

disturbances are assumed of the form

𝐹 [𝜙′] = 𝜙(𝑥, 𝑦)︸ ︷︷ ︸
shape

Φ(𝑥, 𝑡)︸ ︷︷ ︸
wave

where the wave part satisfies

𝜕Φ

𝜕𝑥
= 𝑖𝛼(𝑥)Φ (3)

𝜕Φ

𝜕𝑡
= −𝑖𝜔Φ, (4)

where Re =
𝑈𝑒 𝛿𝑟
𝜈𝑒

is a Reynolds number based on characteristic values of edge velocity (𝑈𝑒), edge kinematic viscosity
(𝜈𝑒), and reference boundary-layer length scale (𝛿𝑟 ). Thus, PSE considers disturbances of the form

𝜙′ =

∞∫
−∞

𝜙(𝑥, 𝑦, 𝜔)︸     ︷︷     ︸
shape

𝐴(𝑥, 𝜔)𝑒−𝑖𝜔𝑡︸          ︷︷          ︸
wave

𝑑𝜔 (5)

where 𝐴(𝑥, 𝜔) = 𝑒𝑖
∫
𝛼( �̄�,𝜔)𝑑𝑥 and the dependence of the shape function (𝜙) and amplitude function (𝐴) on 𝜔 has

been made explicit. The shape and amplitude functions are essentially the Fourier transform of the disturbance. Upon
expansion of the streamwise derivatives

𝜕𝜙′

𝜕𝑥
=

∞∫
−∞

(
1
Re

𝜕𝜙

𝜕𝑥
+ 𝑖𝛼𝜙

)
𝐴𝑒−𝑖𝜔𝑡𝑑𝜔

𝜕2𝜙′

𝜕𝑥2 =

∞∫
−∞

(
1

Re2
𝜕2𝜙

𝜕𝑥2 + 2𝑖𝛼
Re

𝜕𝜙

𝜕𝑥
+ 𝑖𝜙

Re
𝜕𝛼

𝜕𝑥
− 𝛼2𝜙

)
𝐴𝑒−𝑖𝜔𝑡𝑑𝜔,

it is found that the second spatial derivative 𝜕2 �̃�
𝜕�̄�2 is of highest order and a perturbation expansion may be consistently

truncated resulting in the neglect of this term. This leaves the disturbance equation nearly parabolized [66], and an
efficient marching solution may be sought. JoKHeR implements a wave packet formulation [49, 57] which appears to
better represent energy transfer between modes in a nonlinear calculation. Ultimately, in the Quasi-3D formulation, the
disturbance is discretely represented as 𝜙′ =

∑
𝑘 𝜙(𝑥, 𝑦)𝑘𝐴(𝑥)𝑘𝑊 (𝜔)𝑘𝑒−𝑖𝜔𝑘 𝑡 , and a frequency content for each mode is

assumed of the form 𝑊0 = 1
𝜎0

√
2𝜋

𝑒
− (𝜔−𝜔0 )2

2𝜎2
0 . With bandwidth of the harmonics obeying 𝜎𝑖 =

√
𝑖 + 1𝜎0, and harmonic

balancing is used to calculate nonlinear interactions. This representation of spectral energy appears to be crucial for
modeling the spectral broadening seen in experiments. Note, all perturbation quantities presented in this manuscript are
non-dimensionalized in the standard way. Their amplitudes are normalized such that the temperature perturbations
maximum amplitude is unity.

4. CHAMPS
The University of Maryland’s disturbance flow formulation solves the Nonlinear Disturbance Equations (NLDE)

using an over-set mesh approach that attempts to focus computational resources precisely where they are needed most.
To this end, the block-structured Cartesian mesh adapts to refine (or coarsen) regions of high (or low) disturbance
content. Many details regarding the implementation and validation of this Adaptive Mesh Refinement Wave-packet
Tracking (AMR-WPT) solver can be found in Refs. 67 and 68. The disturbance flow derives it’s energy from the basic
state, which is interpolated (high-order) onto the Cartesian mesh. The basic states for each experimental shot were
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obtained with the curvilinear framework of CHAMPS, however, those obtained with US3D can be used easily as well.
Just quickly, the equations being solved are the NLDE obtained by decomposing the conservative flow state into a
known (W̄) basic state and an unknown disturbance state (W̃).

W = W̄ + W̃ =



�̄�

�̄��̄�

�̄��̄�

�̄��̄�

�̄��̄�𝑡

︸︷︷︸
baseflow

+



�̃�

�̃��̄� + �̄��̃�

�̃��̄� + �̄��̃�

�̃��̄� + �̄��̃�

�̄��̃�𝑡 + �̃��̄�𝑡

︸         ︷︷         ︸
linear disturbance

+



0
�̃��̃�

�̃��̃�

�̃��̃�

�̃��̃�𝑡

︸︷︷︸
nonlinear disturbance

. (6)

In the derivation of the disturbance flow equations, the total fluxes are also decomposed in the form

E = Ē + Ẽ, F = F̄ + F̃, and G = Ḡ + G̃, (7)

where, for example, the convective and viscous components of the flux in the x-direction, E, can be written as

Ec =



�̄��̄�

�̄��̄�2 + 𝑝

�̄��̄��̄�

�̄��̄��̄�

( �̄��̄�𝑡 + 𝑝)�̄�

︸           ︷︷           ︸
baseflow

+



�̃��̄� + �̄��̃�

�̃��̄�2 + 2�̄��̄��̃� + 𝑝

�̃��̄��̄� + �̄��̄��̃� + �̄��̃��̄�

�̃��̄��̄� + �̄��̄��̃� + �̄��̃��̄�

( �̃��̄�𝑡 + �̄��̃�𝑡 + 𝑝)�̄� + ( �̄��̄�𝑡 + 𝑝)�̃�

︸                                       ︷︷                                       ︸
linear disturbance

+



�̃��̃�

�̄��̃�2 + �̃��̃�2 + 2�̃��̄��̃�
�̃��̄��̃� + �̃��̃��̄� + �̄��̃��̃� + �̃��̃��̃�

�̃��̄��̃� + �̃��̃��̄� + �̄��̃��̃� + �̃��̃��̃�

( �̃��̄�𝑡 + �̄��̃�𝑡 + �̃��̃�𝑡 + 𝑝)�̃� + �̃��̃�𝑡 �̄�

︸                                        ︷︷                                        ︸
nonlinear disturbance

, and

Ev = −



0
�̄�𝜏𝑥𝑥

�̄�𝜏𝑥𝑦

�̄�𝜏𝑥𝑧

Ē

︸  ︷︷  ︸
baseflow

−



0
�̄�𝜏𝑥𝑥 + �̃�𝜏𝑥𝑥

�̄�𝜏𝑥𝑦 + �̃�𝜏𝑥𝑦

�̄�𝜏𝑥𝑧 + �̃�𝜏𝑥𝑧

Ẽ𝑙

︸            ︷︷            ︸
linear disturbance

−



0
�̃�𝜏𝑥𝑥

�̃�𝜏𝑥𝑦

�̃�𝜏𝑥𝑧

Ẽ𝑛𝑙

︸  ︷︷  ︸
nonlinear disturbance

.
(8)

The energy flux components of the viscous flux in Eq. (8) are expressed as

Ē = −�̄�
(
�̄�𝜏𝑥𝑥 + �̄�𝜏𝑥𝑦 + �̄�𝜏𝑥𝑧

)
− �̄�

𝜕𝑇

𝜕𝑥
, (9)

Ẽ𝑙 = −�̄�
(
�̄�𝜏𝑥𝑥 + �̃�𝜏𝑥𝑥 + �̄�𝜏𝑥𝑦 + �̃�𝜏𝑥𝑦 + �̄�𝜏𝑥𝑧 + �̃�𝜏𝑥𝑧

)
−

�̃�
(
�̄�𝜏𝑥𝑥 + �̄�𝜏𝑥𝑦 + �̄�𝜏𝑥𝑧

)
− �̄�

𝜕𝑇

𝜕𝑥
− �̃�

𝜕𝑇

𝜕𝑥
, and (10)

Ẽ𝑛𝑙 = −�̄�
(
�̃�𝜏𝑥𝑥 + �̃�𝜏𝑥𝑦 + �̃�𝜏𝑥𝑧

)
−

�̃�
(
�̄�𝜏𝑥𝑥 + �̃�𝜏𝑥𝑥 + �̃�𝜏𝑥𝑥 + �̄�𝜏𝑥𝑦 + �̃�𝜏𝑥𝑦 + �̃�𝜏𝑥𝑦 + �̄�𝜏𝑥𝑧 + �̃�𝜏𝑥𝑧 + �̃�𝜏𝑥𝑧

)
− �̃�

𝜕𝑇

𝜕𝑥
. (11)

After eliminating the pure baseflow contribution on the right-hand-side of the governing equations assuming the baseflow
has been adequately converged to a steady-state solution (see Ref. 69 for more details) the final form of the nonlinear
disturbance equations can be cast in the form

𝜕W̃
𝜕𝑡

+ 𝜕Ẽ
𝜕𝑥

+ 𝜕F̃
𝜕𝑦

+ 𝜕G̃
𝜕𝑧

= 0, (12)
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where the total flux vectors Ẽ, F̃ and G̃ are a function of W̄ and W̃ and its gradients, as can be seen in Eqs. (6)-(11). At
the moment, the main ability for incorporating real gas effects in the NLDE simulations performed with CHAMPS is
through interpolation of the transport properties of the precomputed basic state onto the disturbance mesh. For better
comparison between the computational results, the calculations were performed without the nonlinear terms and, thus,
solved the linearized disturbance equations.

IV. Results

A. Experimental
We begin by presenting experimental results for the previously discussed experiments performed at T5. Shot 2990

represented an experiment with a transitional boundary layer at relatively high enthalpy (8.9 MJ/kg) during which
the cone’s surface was not actively cooled. The averaged power spectral density (PSD) for this experiment is shown
in Fig. 4a. The upstream and downstream probes within the boundary layer show distinct peaks representing the
second-mode instability at approximately 𝑓2𝑀 = 1250 kHz. Elevated low-frequency spectral content is observed by
the probes outside of the boundary layer. To further investigate a second-mode wave packet observed during the test
time, we perform a short-time Fourier transform centered in time around the emergence of the instability. The resulting
short-time PSD is presented in Fig. 4b. Here, in addition to the second-mode instability being measured by the FLDI
probes positioned inside the boundary layer, the first harmonic of the instability is observed at approximately 2600 kHz.
Higher-order spectral analysis was used to verify the presence of quadratic phase-coupled interactions generating the
harmonic through nonlinear processes [38, 70].

200 500 1000 2000 4000 7000

10
-13

10
-12

10
-11

10
-10

(a)

200 500 1000 2000 4000 7000
10

-13

10
-12

10
-11

10
-10

(b)

Fig. 4 (a) Averaged PSD for shot 2990. The second-mode instability is observed by the upstream and downstream
probes located within the boundary layer. (b) Short-time PSD for shot 2990. The first harmonic of the second-
mode instability is observed at approximately 2600 kHz in the spectra of the FLDI probes located within the
boundary layer.

The averaged PSDs for shots 3022 and 3026 are presented in Fig. 5. These experiments were performed with an
actively-cooled cone- the wall-temperature profile along the cone for each experiment is provided in Table 3. For both
experiments, the second-mode instability was observed by the FLDI probes located within the boundary layer, however,
its amplitude was comparatively lower than that measured in shot 2990. Interestingly, the measured frequency of the
second-mode instability for shots 3022 and 3026 agreed fairly well with the frequency measured for shot 2990. For
shot 3022, the measured frequency of the second-mode instability was approximately 1280 kHz for the upstream probe
and 1240 kHz for the downstream probe. For shot 3026, the measured frequency of the second-mode instability was
approximately 1250 kHz and 1150 kHz for the upstream and downstream probes within the boundary layer. We note
that the second-mode peaks observed in shot 3026 were broader for both FLDI probes than those observed in shots 2990
and 3022. Although no clear harmonics were observed in these averaged PSDs, early quadratic phase coupling between
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the second mode and its harmonic may not be visible [71]; higher-order spectral analysis is necessary to conclusively
determine the presence of nonlinear interactions for these experiments.

200 500 1000 2000 4000 7000

10
-13

10
-12

10
-11

10
-10

(a)
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10
-13

10
-12

10
-11

10
-10

(b)

Fig. 5 Averaged PSD for (a) shot 3022 and (b) shot 3026. The second-mode instability is observed by the
upstream and downstream probes within the boundary layer, however, it is appreciably weaker than shot 2990.

B. Numerical
Numerical calculations from ONERA’s MAMOUT (LST code with real gas effects), University of Delaware’s

JoKHeR (LPSE code with ideal gas effects), Steven’s Institute of Technology’s version of the STABL (LPSE code with
real gas effects) and University of Maryland’s CHAMPS (NLDE code with real gas effects) codes were compared with
experimental results. Each numerical group was given the run conditions and geometry of interest and asked to calculate
the boundary-layer instabilities. The goal of this comparison was to begin understanding the range of predictability
using different stability approaches for high-enthalpy flows. N-factors were extracted from each numerical calculation at
the point corresponding to the experimental data collection site. The comparison results can be seen in Fig. 6.

Several overall trends are common for each of the four shots considered.
1) The LST and LPSE based solvers tend to identify peak instability at higher frequencies (≈ 1500-1600kHz) than

those observed experimentally.
2) The NLDE based solver (closer to a direct numerical simulation approach) consistently predicts peak instability

frequencies accurately when compared to the experiments. However, a lower amplified tail in the spectrum is
observed into the range seen by the LST and PSE codes.

3) The calculated disturbance amplitude for the JoKHeR LPSE and NLDE did not show sensitivity to wall
temperature (shot 2990, versus 30-40K colder cases 3019, 3022, 3026). Note that these two solvers make the
ideal gas assumption. However, the LST, and to a lesser extent STABL LPSE, results using real gas effects did
exhibit sensitivity to wall temperature.

4) The JoKHeR LPSE code was run with isothermal and adiabatic boundary conditions for the temperature
disturbance. It is interesting to note the sensitivity of the disturbance amplitude to this boundary condition.
Also, notice that the real gas LST and NLDE results seem to be somewhat bracketed by the choice of boundary
condition.

5) In general, the two LPSE solvers found similar disturbance amplification. While the real gas LST and ideal gas
NLDE, tended to predict similar disturbance amplitudes.

Ultimately, the amount of spread in the predication is somewhat surprising, when compared to similar studies
conducted in low-enthalpy quiet tunnels [53]. Concerning the frequency prediction, it is fairly well-established that the
second-mode frequency is tied closely to the boundary layer length scale, in the sense of the thermoacoustic resonance
mechanism. However, for high-enthalpy flows, the boundary layer height is affected by finite-rate chemistry dynamics.
It is curious to note that the best numerical prediction, in terms of most unstable frequency, we achieved by the only
code which did not utilize real gas effects for the basic state calculation. Future efforts to better reign in such uncertainty
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should consider detailed comparisons of basic state profiles and specifics treatment of real gas effects.
In terms of amplitude prediction, there is also significant uncertainty. The two LPSE codes predicted similar

disturbance amplification (N-factors around 13-15), while the NLDE and real gas LST both predicted similar disturbance
amplification factors (N-factors around 20). However, an N-factor difference of 5 is a very significant spread. It should
be noted, that bicoherence analysis of experimental shot 2990 indicates the presence of harmonics. While the boundary
layers did not appear to be transitions, nonlinearity may play a role in this discrepancy. Also, LPSE cases with adiabatic
disturbance boundary conditions were considered. It is interesting to note that while the adiabatic boundary condition
negatively effects the most unstable frequency prediction, it may be able to account for the discrepancy in amplification
prediction. Future work should more thoroughly study the influence of nonlinearity and thermal boundary conditions on
high-enthalpy stability and transition prediction.

V. Conclusions
Experimental results gathered at Caltech’s T5 free piston reflected shock tunnel were compared with N factor

calculations performed using various numerical stability solvers. The LST and LPSE based solvers (ONERA’s
MAMOUT, University of Delaware’s JoKHeR, and STABL) identified peak second-mode instability at a higher
frequency than the experimental observation. The NLDE based CHAMPS solver from the University of Maryland
was more accurate in predicting the second-mode frequency. Some of the experiments were performed with an
actively-cooled wall (30-40 K colder). A comparison of the numerical results for these experiments to shot 2990, which
was performed with an isothermal wall, shows that MAMOUT and (to a lesser extent) STABL (both solvers using real
gas effects), were sensitive to wall temperature, while the JoKHeR and CHAMPS solvers did not exhibit such sensitivity.
The N factor amplitudes computed by JoKHeR and STABL agreed fairly well with each other, and amplitudes observed
amongst the real gas LST and ideal gas NLDE solvers were also in good agreement.

There was significant uncertainty observed in both N factor maximum amplitude and the most amplified frequency.
Interestingly, the NLDE solver (only code not utilizing real gas effects), provided the best agreement in terms of
frequency. Although the predicted disturbance amplification factors were similar between the two LPSE solvers as well
as the NLDE and real gas LST solvers, there was an N-factor difference of 5 between these two sets. This significant
discrepancy could be partially explained by nonlinearity observed in the experimental data of shot 2990 as well as
proper specification of the thermal boundary condition.
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Fig. 6 Comparison between experimental and numerical results for shots (a) 2990, (b) 3019, (c) 3022, and
(d) 3026. Experimental PSDs are normalized by the peak amplitude of the second-mode instability in each
experiment.
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